Updates to Machine Learning as a Service (MLaaS) APIs may affect downstream systems that depend on their predictions. However, performance changes introduced by these updates are poorly documented by providers and seldom studied in the literature. As a result, API producers and consumers are left wondering: do model updates introduce performance changes that could adversely affect users’ systems? Ideally, producers and consumers would have access to a detailed ChangeList specifying the slices of data where model performance has improved and degraded since the update. But, producing a ChangeList is challenging because it requires (1) discovering slices in the absence of detailed annotations or metadata, (2) accurately attributing coherent concepts to the discovered slices, and (3) communicating them to the user in a digestible manner. In this work, we demonstrate, discuss, and critique one approach for building, verifying, and releasing ChangeLists that aims to address these challenges. Using this approach, we analyze six real-world MLaaS API updates including GPT-3 and Google Cloud Vision. We produce a prototype ChangeList for each, identifying over 100 coherent data slices on which the model's performance changed significantly. Notably, we find 63 instances where an update improves performance globally, but hurts performance on a coherent slice – a phenomenon not previously documented at scale in the literature. Finally, with diverse participants from industry, we conduct a think-aloud user study that explores the importance of releasing ChangeLists and highlights the strengths and weaknesses of our approach. This serves to validate some parts of our approach and uncover important areas for future work.
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1 INTRODUCTION
Modern software systems often depend on Machine Learning as a Service (MLaaS) APIs developed by cloud providers (e.g., AWS, GCP, Azure) or research organizations (e.g., OpenAI, HuggingFace). The models behind these APIs are periodically updated and new versions are released. However, to a consumer of an API, how a new update will affect the workings of their broader system is typically unclear. Consider, for example, a newspaper that uses an image tagging API to source archival photos for retrospective stories [30]. Updates to the underlying model could lead to unexpected changes in the workflow of photo editors and journalists who rely on the system.
API Update | Global Metrics | Slice Counts | Most/Least Improved
--- | --- | --- | ---
Microsoft Computer Vision | Accuracy | µ: 0.012, σ: 0.166 | ↑ 81 slices (41) | “Street name signs”
Nov 2020 → Feb 2022 | | ↓ 28 slices (16) | µ: 0.391, (0.45, 0.32) | “Bathrooms with visible toilet”
Google Cloud Vision | Accuracy | µ: 0.007, σ: 0.172 | ↑ 66 slices (42) | “Motorcycle wheel”
Nov 2020 → Feb 2022 | | ↓ 47 slices (31) | µ: 0.864, (0.83, 0.89) | “Beds in hotel rooms”
EveryPixel | Accuracy | µ: 0.005, σ: 0.166 | ↑ 70 slices (47) | “Cats near windows and doors”
Nov 2020 → Feb 2022 | | ↓ 31 slices (16) | µ: 0.922, (0.90, 0.94) | “Sinks near cats”
OpenAI Text Davinci (GPT-3) | F1-Score | µ: 0.038, σ: 0.332 | ↑ 26 slices (14) | “Geography”
Mar 2022 → Nov 2022 | | ↓ 5 slices (9) | µ: 0.151, (0.08, 0.23) | “Basketball”
Cohere XLarge | F1-Score | µ: 0.023, σ: 0.428 | ↑ 28 slices (10) | “Baseball”
Jun 2022 → Nov 2022 | | ↓ 3 slices (8) | µ: 0.124, (0.01, 0.25) | “Geography”
AI21 Jurassic-1 Grande | F1-Score | µ: 0.059, σ: 0.365 | ↑ 28 slices (21) | “Who question”
May 2022 → November 2022 | | ↓ 3 slices (8) | µ: 0.177, (0.14, 0.22) | “Medicine”

Fig. 1. **Overview of Updates.** We produce ChangeLists for three image tagging API updates (top) [18, 29, 51] and three question answer API updates (bottom) [11, 45, 56]. From left to right, we provide the dates of the update, the global performance shift across the dataset (µ), the global performance inconsistency (σ), the count of slices where performance improved and degraded (statistically significant improvements and degradations in parentheses), and the slices with the largest improvements and degradations (95% bootstrap confidence intervals in parentheses).

MLaaS producers (e.g., Google, OpenAI) rarely provide transparent evaluations of their updates, and those that do focus on global metrics and vague notions of improvement. Release notes from API producers are terse and provide little information. For example, Microsoft’s Vision API (Feb ’22 update) only notes "general performance and AI quality improvements" [52], and OpenAI’s post on the difference between two versions of GPT-3 cites only two concrete examples of model outputs [56].

These release notes tell an incomplete story: saying that one model improves on another obscures the fact that models may perform very differently on fine-grained slices of data [15, 68]. Returning to the newspaper example described above, image tagging performance after a model update may improve globally while deteriorating on historic photos – the kind of photos commonly found in the newspaper’s archives. Without more detailed evaluations, both API producers and consumers are left wondering:

*Do model updates introduce changes that adversely affect users’ systems?*

While many studies include detailed comparisons of MLaaS APIs [3, 26, 27, 64, 68], they lack comparisons of the same API before and after an update. Recent work shows that API updates can lead to performance drops on benchmarks [4], but the analysis is limited to simple tasks and global measurements.

Answering this question would be easier if producers released more detailed reports. To formalize this, we introduce the notion of a ChangeList: an interactive report specifying the slices of data where model performance has changed. ChangeLists allow users to explore how the model’s behavior has changed on the slices most important to their system. For the example above, the newspaper should be able to draw conclusions like: "the updated API detects objects in historic photos with 10% lower recall." Such conclusions would inform decisions around whether or not to integrate the update. However, producing a comprehensive ChangeList is difficult due to 3 main challenges:

1. For complex data types like images and natural language, the set of slices that partition the data is extremely large and unknown a priori. *How can we gather coherent slices that explain the change?*
(2) When interpreting slices, we typically attribute concepts (e.g. historic) to them. However, if the slice was discovered automatically, it may not align perfectly with a concept, leading to false conclusions about performance on the concept. How do we quickly perform accurate attribution?

(3) The number of slices with significant changes can be very large, and not all changes will be relevant to all users. How do we help users surface slices most important to their system?

To better understand these challenges, we demonstrate and discuss one possible approach for building, verifying and releasing ChangeLists for model updates. Our approach consists of three phases:

1) **Discovery**: First, we gather candidate slices by automatically discovering candidate slices for the ChangeList. We use contrastively-learned embeddings and a simple mixture model to identify slices of data where the models differ [65]. Optionally, discovered slices can be refined using natural language search powered by contrastively-learned embeddings and open-source language models [9]. This is a straightforward adaptation of a recently proposed slice discovery method [19]. There are many other methods that could also be used to automatically discover slices [16, 23, 34, 37, 54, 74].

2) **Attribution**: Next, we ascribe concepts to the discovered slices. Via an interactive process termed micro-labeling, we verify the accuracy of the attributions and dynamically correct them. Contrastively-learned embeddings (e.g. CLIP) are used to guide an importance sampler [58] that surfaces a small number of examples for labeling. Labeled examples are then used to estimate the precision and recall of the user attributions, and to update slices to reflect label feedback.

3) **Release**: Finally, to help users understand model updates, we prototype a simple web interface. The slices in the ChangeList are indexed by cross-modal embeddings, and are therefore easily searchable by text or image. Further, if the ChangeList is missing slices, they can initiate discovery and attribution to edit the ChangeList.

We apply this approach to study updates to six popular machine learning APIs: three large language models (e.g. GPT-3) and three image tagging models (e.g. Google Cloud Vision).
We produce one ChangeList per API update, which together include over 100 coherent slices on which the model’s performance changed significantly over time. These slices were not annotated in the dataset and were discovered using phases 1 and 2 of the approach described in Section 3. Of these, there are 63 slices in the ChangeLists on which an API update introduced a statistically significant degradation in performance. For example, between 2020 and 2022, the accuracy of a model from Google Cloud Vision on the task of tagging "people" degraded by 17.7%-points for black and white images. This phenomenon, where an update improves performance globally but hurts performance on a coherent slice, has not been documented at this scale in the literature and underscores the importance of releasing detailed ChangeLists alongside model updates.

Finally, to better understand the role ChangeLists could play in practice, we carried out a think-aloud user study with a diverse pool of participants including engineers, product managers, researchers, and open source developers working on or with MLaaS APIs. In the interviews, participants emphasized the need for transparent evaluations of API updates. They also commented on strengths of our approach including the discovery and attribution phases, while also highlighting important areas for improvement. Participants suggested that ChangeLists, were they deployed, would impact day-to-day processes around how people release and use MLaaS APIs. Altogether, our findings underscore the importance of releasing slice-based ChangeLists and provides insights for the development of ChangeLists into the future.

1.1 Prior Work

Evaluating MLaaS APIs. A growing number of publications include evaluations of MLaaS APIs. Some evaluate a single API in depth [32]. Others compare several different APIs on the same task [33, 67, 77]. For example, Chen et al. compare APIs from different producers and demonstrate that performance varies by class [6]. In the language modeling community, there have been several large-scale efforts to evaluate MLaaS APIs [44, 73]. Several studies discuss significant racial disparities in the performance of MLaaS APIs [3, 39, 50]. More generally, evaluation frameworks like Checklist and RobustnessGym applied to MLaaS APIs [27, 68] demonstrate an array of vulnerabilities not discernible with standard evaluations. While some of these studies compare APIs from different producers, few compare different versions of an API from the same API. Recently, Chen et al. [4] showed that the accuracy of ML APIs sometimes changes after an update. This analysis, which is most similar to our own, is limited to simple classification tasks and does not consider error consistency or slice-level differences in performance.

Comparing Machine Learning Models. Prior studies have compared machine learning models by measuring the consistency of the errors made by different model classifiers [21, 23, 24, 28, 47, 76]. For example, Mania et al. [47] measure the consistency of errors made by different ImageNet classifiers with the same accuracy, showing that error consistency is significantly higher than would be expected if predictions from different models were independent. Building on this, recent work explores how differences in model initialization and architecture affect the consistency of errors [21, 28]. Instead of using a fixed set of test inputs, others generate new inputs where models disagree [43, 60, 75] or compare outputs of explanation methods [35]. Finally, recent work proposes comparing the output of post-hoc explanation methods applied to different models. For example, Geirhos et al. measure the consistency of predictions using Cohen’s kappa coefficient. In a study of object recognition models, they find that the error consistency between convolutional neural networks (CNN) is higher than the consistency between CNNs and humans [23]. Similarly, Mania et al. measure the consistency of errors made by different ImageNet classifiers with the same accuracy, showing that error consistency is significantly higher than would be expected if predictions from different models were independent.
[47]. Fort et al. show that two models with the same architecture but different random initializations exhibit significant inconsistency in their predictions [21]. Building on this, Gontijo-Lopes et al. show that the inconsistency in the errors of two models grows as their training methodologies diverge [28]. While these studies measure the inconsistency of model predictions, they don’t explore what this inconsistency means for performance differences on fine-grained slices.

Model and Dataset Reporting. Our work builds on a recent efforts to standardize and improve the documentation of models and datasets in the machine learning community [12, 22, 25, 53, 63, 69, 70]. Most similar to ours is the work of Crisnan et al., who develop interactive design inquiry into interactive model cards [12].

2 MEASURING GLOBAL CHANGES IN REAL API UPDATES

We first introduce change metrics, summary statistics that describe the effect of a model update on performance. Our metrics measure (1) the performance shift due to the update and (2) the inconsistency of this shift across the data. We then apply these metrics to six real API updates, motivating the need for fine-grained ChangeLists Section 3.

Preliminaries. Consider a supervised learning setup where each example $(X, Y)$ is composed of an input $X \in \mathcal{X}$ (e.g. an image) and a target $Y \in \mathcal{Y}$ (e.g. a binary label). Assume we have a loss function (or point-wise metric) $\ell: \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}$. Additionally, we have black-box access to two models trained for this task $\psi^{[1]}, \psi^{[2]}: \mathcal{X} \rightarrow \mathcal{Y}$; e.g. these models could serve predictions for the same MLaAS API at different points in time: $\psi^{[1]}$ before an update and $\psi^{[2]}$ after, or they can correspond to two different models addressing the same task. To compare the models, we collect their predictions $\hat{y}_i^{[j]} := \psi^{[j]}(x_i)$ on a dataset $\mathcal{D} = \{(x_i, y_i)\}_{i=1}^n \sim \mathcal{P}(X, Y)$, where $n$ is the total number of examples in the dataset.

Change Metrics. We define two change metrics in terms of $D = \ell(\psi^{[1]}(X), Y) - \ell(\psi^{[2]}(X), Y)$, the difference in loss between the models,

1. **Performance Shift** (on average, did the model improve as a result of the update?). This metric estimates the expected difference in losses,

   $$\mu_\ell = \mathbb{E}[\ell(\psi^{[1]}(X), Y) - \ell(\psi^{[2]}(X), Y)] = \mathbb{E}[D].$$

   Positive values of $\mu_\ell$ indicate that the model improved after the update.

2. **Performance Inconsistency** (is the shift in performance inconsistent across the dataset?). This metric estimates the standard deviation of the difference between the losses,

   $$\sigma^2_\ell = \text{Var}[\ell(\psi^{[1]}(X), Y) - \ell(\psi^{[2]}(X), Y)] = \text{Var}[D].$$

   Larger values of $\sigma_\ell$ indicate that the models frequently disagree, and the shift is not consistent. This metric is inspired by prior consistency metrics [23, 28].

**Example: zero-one loss.** For the special case of the zero-one loss, $\ell_{01}: \mathcal{Y} \times \mathcal{Y} \rightarrow \{0, 1\}$, we have

   $$\mu_{01} = \frac{1}{n} \sum_{i=1}^n [\hat{y}_i^{[1]} = y_i] - [\hat{y}_i^{[2]} = y_i],$$

   $$\sigma^2_{01} = \frac{1}{n} \sum_{i=1}^n (\hat{y}_i^{[2]} \neq \hat{y}_i^{[1]}) - \mu_{01}^2.$$

Observe that $\mu_{01}$ is simply the difference in accuracy between the models, while $\sigma^2_{01}$ measures the disagreement between the models that is left over after accounting for some of the performance shift. The maximum $\sigma_{01} = 1$ occurs when both models have the same accuracy but disagree everywhere.

**Discussion.** These metrics allow us to measure when users should be cautious in using an updated model. With positive performance shift and no inconsistency, model updates can be integrated by users safely. However, high
performance inconsistency even absent performance shift is concerning, since the update may disproportionately hurt performance on data important to the user’s application.

### 2.1 Global Analysis of API Updates

Next, we use the change metrics we introduced to analyze six real API updates: three updates on an image tagging task, and three on a question answering task. We briefly discuss these tasks, with full details in Appendix C.

**Image Tagging.** In image tagging, the input \( X \) is an image and category (e.g., horse) pair and the target \( Y \in \{0,1\} \) is a binary label indicating whether an object of the category is in the image. We consider updates to three image tagging APIs: *Microsoft Computer Vision API*, *Google* [29] *Cloud Vision API*, and *EveryPixel* [18] *Image Keywording Service*. The predictions are sourced from History of APIs [5], a longitudinal database of API predictions that includes predictions for the LVIS dataset in November 2020 and February 2022. We analyze global performance changes using the point-wise zero-one loss \( \sigma_1(y, \hat{y}[i]) = 1[y = \hat{y}[i]] \), as well as metrics that are not point-wise: recall, precision, and F1-score.

We measure performance on the Large Vocabulary Instance Segmentation (LVIS) dataset, a relabeling of the COCO dataset [31, 46] that reflects the breadth of categories output by image tagging APIs (\( n = 1,577,603 \) across 1,203 categories). We additionally process the API outputs to map to labels in LVIS (details in Appendix C).

**Results.** From Nov ’20 to Feb ’22, Google and Microsoft saw shifts in mean zero-one loss \( \mu_{01} \) of +0.007 and +0.012 respectively (+0.04 and +0.059 F1), while EveryPixel saw a small degradation in \( \mu_{01} \) of −0.005 (−0.029 F1). However, these shifts tell only a partial story: all three exhibit non-zero performance inconsistency (\( \sigma_{01} > 0.15 \)). To put this into context, the predictions of the Google API (\( \sigma_{01} = 0.172 \) and \( \sigma_{01}[Y = 0.326] \)) changed on \( 10 + \% \) of positive examples.

**Question Answering.** In question answering, the input \( X \) is a natural language question optionally accompanied by context, and the target \( Y \) is a list of gold answers. We consider updates to three large language model APIs: *OpenAI’s Text DaVinci* (a.k.a GPT-3) [1], *Cohere’s X-Large generative model* [11], and *AI21’s Jurassic-1 Grande* [45]. The predictions are sourced from HELM, a database of API predictions [44]. Following prior work in QA [42, 44, 66], we measure global performance changes using point-wise F1-score \( \ell_{F1} \). This metric awards partial credit for string overlap by computing the maximum F1-score between the tokens in the predicted text and any one of the gold answers.

We measure performance on an ensemble of question answering datasets: NaturalQA [42], NarrativeQA [38], BoolQ [10], and QUAC [7] (\( n = 4,470 \)). This ensemble includes both open-book and closed-book QA.

**Results.** All three updates led to increases in mean F1-score, with \( \mu_{F1} \) of +0.038, +0.023, and +0.059 for OpenAI, Cohere, and AI21 respectively. Again, these shifts tell a partial story: all updates exhibit high performance inconsistency (\( \sigma_{F1} > 0.3 \)). Indeed, OpenAI’s F1-score improved on 21.2\% of examples after the update, but degraded on 14\%. This highlights that the global change metric, \( \mu_{F1} = +0.038 \), fails to explain the API’s behavior changes between updates.

**Summary.** Overall, both image tagging and question answering APIs showed improvements in mean performance metrics, but these improvements were not uniform across all examples. Instead, these APIs exhibited non-zero performance inconsistency, indicating changes in performance on a significant portion of inputs between updates. This highlights the limitations of considering only global changes in performance when evaluating API updates, and motivates the introduction of ChangeLists next.

### 3 Characterizing Model Updates in Detail

These findings highlight the importance of producing a more fine-grained understanding of updates. This motivates our key proposal: the introduction of a ChangeList (Section 3.1) to explain the observed performance shift and inconsistency using changes in fine-grained slices, and an interactive process to build them (Section 3.2).
3.1 The ChangeList: A Fine-Grained Characterization of Model Updates

For a user, the decision on whether to use an updated model requires understanding the data examples that account for performance shift and inconsistency. Users seek explanations that focus on the data important to their application. We formalize this relationship through slices of data important to users, and define ChangeLists in terms of these slices.

**Slices (S).** A slice is a subset of data examples that share something in common e.g. in object recognition, the set of images with dim lighting would constitute a slice. Formally, we represent a slice with a random variable \( S \in \{0, 1\} \) and a set of \( k \) slices with \( S = \{S^{(j)}\}_{j=1}^k \in \{0, 1\}^k \), with joint distribution \( P(X, Y, S) \) over inputs, targets and slices. Each example has a realization of the slice random variables \( \{s_i^{(j)}\}_{i=1}^n \). If \( s_i^{(j)} = 1 \), then example \((x_i, y_i)\) is in slice \( S^{(j)} \). In practice, datasets do not include realizations for all possible slices, e.g. not including annotations for dim lighting.

Intuitively, we would like a practice, datasets do not include realizations for all possible slices, e.g. not including annotations for dim lighting.

**Slice Attributions (A).** Define random variable \( A^{(j)} \in \{0, 1\} \) to represent the presence of a text attribution for slice \( S^{(j)} \) (e.g. "dim lighting"), with attributions \( A = \{A^{(j)}\}_{j=1}^k \) corresponding to \( S \) and example level attribute realizations \( \{a_{i}^{(j)}\}_{i=1}^n \). If \( a_{i}^{(j)} = 1 \), then example \((x_i, y_i)\) satisfies attribution \( A^{(j)} \). Typically, these realizations are unknown, and only the text attribution \( A^{(j)} \) will be given.

**Slice Change Metrics (M).** Given a slice \( S^{(j)} \), denote change metrics \( \mu_{t_1}^{(j)}, \sigma_{t_1}^{(j)} \) for loss functions \( t_1, \ldots, t_r \), with the set of change metrics for \( S \) denoted by \( M = \{\mu_{t_1}^{(j)}, \sigma_{t_1}^{(j)}, \ldots, \mu_{t_r}^{(j)}, \sigma_{t_r}^{(j)}\}_{j=1}^k \).

We are now ready to define a ChangeList using these concepts.

**Definition (ChangeList C).** Given dataset \( D \) and models \( v^{[1]}, v^{[2]} \), a ChangeList is a collection of slices \( S \) along with their corresponding descriptions \( A \) and change metrics \( M \).

What constitutes a good ChangeList? We discuss six criteria that we expect will be desired by users of ChangeLists. These desiderata are not exhaustive, and we expect more to emerge as ChangeLists are adopted into wider practice.

1. **Diversity (of S).** Different users have different slices of interest e.g. decorators may tag images of homes, while doctors may tag hospital images. ChangeLists should contain a diversity of slices to reflect this.
2. **Coverage (of \( S \) with \( S \).** The slices \( S \) should together explain the inconsistency \( \sigma \). The explanatory power of \( S \) can be measured by the coefficient of determination \( r^2 = 1 - \frac{1}{\sigma_{t}^2} \text{E}[(D - f(S))^2] \), where \( f(s) = a + b^T s \) is a function fit by performing a linear regression of \( D \) on \( S \).
3. **Alignment (of A with S).** Attributions should align with the examples in each slice, and users should be able to read these attributions to understand the content of each slice.
4. **Relevance (of M).** Change metrics reported in the ChangeList should be chosen to be relevant to the tasks for which the models are to be used.
5. **Navigability (of S).** Users of ChangeLists should be able to search over information in the ChangeList, including global change metrics, slices, and attributions.
6. **Editability (of C).** Finally, users would ideally benefit from the ability to modify a released ChangeList to meet their needs e.g. by interactively adding new slices of interest.

How should ChangeLists be created to meet these criteria? What issues arise in their creation? In Section 3.2, we describe an interactive process for API producers to build ChangeLists.
3.2 An Interactive Approach for Generating ChangeLists

We prototype a simple process for building ChangeLists is split into 3 phases:

1. **Discovery (Section 3.2.1).** First, we identify slices of interest that explain the performance inconsistency $\sigma_I$. To discover coherent slices, we adapt the Domino [19] slice discovery method to our model comparison setting. We also use Domino to generate text descriptions for each discovered slice $S^{(j)}$, which serve as initial attributions $A^{(j)}$. We also manually define some slices using interactive tools for search, filtering and labeling, as well as add slices generated by any methods or sources, including programmatically.

2. **Attribution (Section 3.2.2).** Once slices are discovered, we update the initial slice attributions using interactive slice inspection. A key problem is estimating the alignment of a slice $S$ with its attribution $A$, while collecting attribute realizations $\{a_i\}_{i=1}^n$ on a few informative examples labeled by the user. To address this challenge, we perform micro-labeling: an importance sampling procedure driven by CLIP to find the most relevant examples for estimating alignment, coupled with an interface to rapidly label their attribution realizations. Slices with poor attribution alignment can also be updated to improve alignment using a fast training procedure.

3. **Release (Section 3.2.3).** Finally, once the set of slices (along with their attributions) is finalized, we compile them into a ChangeList. We prototype an interactive web application where users can search and sort the ChangeList by the attributions and change metrics. They can also discover and attribute new slices and add them to the ChangeList. The ChangeList also provides semantic text search over slices, using CLIP to find slices with similar image prototype or text attribution embeddings.

3.2.1 Discovery. Slices are often sourced from metadata or extracted programmatically from the inputs [27]. When working with complex data types (e.g. images, natural language), many important slices are not annotated in metadata and cannot easily be extracted programmatically. The limited slices available are insufficient to explain the performance inconsistency, and we must turn to slice discovery.

Slice discovery for model comparison is the task of mining unstructured inputs $X$ for coherent slices that explain the shift inconsistency $\sigma_I$. There are many methods that could be used to automatically discover slices [16, 23, 34, 37, 54, 71, 72, 74, 78]. Our objective in this work is not to advocate for one particular slice discovery method, but rather to demonstrate how the discovery phase fits into the process of generating ChangeLists. For readers interested in a comparison of these methods, several works have focused specifically on the problem of benchmarking and evaluating these slice discovery methods [19, 36, 61]. Based on the results from this evaluation, we choose to adapt the Domino
Fig. 4. A ChangeList for an image tagging service. (a) ChangeList View shows data slices where model performance has improved and degraded. Users can navigate the slices either by issuing search queries or by sorting on size and performance shift. (b) Slice Focus View shows examples in the currently selected slice (people skiing and engaging in other winter activities). During the attribution of discovered slices, it also provides rapid labeling tools needed for labeling importance weighted samples (see Section 3.2.2). The implementation of the GUI and back-end is written in Python using a data-wrangling library and is released at: https://github.com/HazyResearch/meerkat.

framework [19] to our new task of explaining model differences in terms of unknown, unlabeled slices. However, we expect many of these other methods could be adapted as well. Domino takes as input trained models \( v_1^1, v_2^1 : X \to Y \) and a labeled dataset \( D = \{(x_i, y_i)\}_{i=1}^n \sim P(X, Y) \), and outputs slicing functions \( \Psi = \{\psi^j : X \times Y \to [0, 1]\}_{j=1}^k \) that partition the data into \( k \) slices \( \hat{S} := \Psi(X, Y) \in [0, 1]^k \). Domino proceeds in 3 steps: (1) embed the dataset, (2) slice the resulting representation space, and (3) describe the discovered slices with natural language.

Embed. We embed the dataset \( D \) using an encoder \( g_{\text{input}} : X \to Z (Z \subseteq \mathbb{R}^d) \), which yields embeddings \( Z = \{z_i := g_{\text{input}}(x_i)\}_{i=1}^n \) for each example. Following Eyuboglu et al. [19], we use CLIP [65] as our encoder when working with images and OpenAI’s Ada embeddings when working with text [55].

Slice. We discover slices by fitting a \( k \)-component mixture model to the embeddings \( Z \) and model losses \( \ell[1], \ell[2] \). For mixture \( S^j \), we assume \( Z|S^j \) varies as multivariate Normal with diagonal covariance. The distribution of losses depends on the loss function \( \ell \). In the zero-one loss case, we assume \( \ell[1]|S^j, \ell[2]|S^j \) vary as categoricals. We then optimize the log-likelihood with expectation maximization. Like Domino, we use a hyperparameter \( \gamma \) to balance the contribution of the embeddings and losses to the log-likelihood – higher \( \gamma \) trades-off coherence for explanatory power.

Describe. Finally, to help users interpret discovered slices, we describe slices in natural language. We source candidate natural language phrases using a large, generative language model. We then identify descriptions \( a^j \) which are closest in embedding space to the centroid of the each slice \( S^j \). For additional details, refer to Eyuboglu et al. [19].
Users can also complement or refine discovered slices using natural language filtering. In the image tagging setting, this is done using inner-product search in CLIP embedding space. In the question answering setting, we feed few-shot prompts to the Flan-T5 open source language model [9]. For details on this approach see Appendix B.1.2.

Once the discovery phase is complete, the ChangeList interface (Fig. 4) displays all discovered and user-specified slices (see Appendix B.3 for manual slicing), along with identified attributions and change metrics.

3.2.2 Attribution. The goal of the attribution phase is to help users verify and edit discovered slices, while communicating the contents of each slice accurately. It proceeds in three steps: (1) edit machine attributions by inspecting examples, to align them with the slice; (2) estimate alignment between the slice and its attribution; (3) update problematic slices that are poorly aligned with their attributions.

**Edit Descriptions.** When users interpret discovered slices, they typically attribute succinct concepts to slices e.g. “subjects wearing sunglasses” if most images in a slice show a person wearing sunglasses. This attribution allows them to draw conclusions such as “the model update improved by x% accuracy on subjects wearing sunglasses”. The prototype interactive components (Fig. 4; discussed in Section 3.2.3) to quickly inspect slices in order to edit machine-generated descriptions. After editing, each slice has a single, textual attribution.

**Estimate Alignment.** Next, we want to determine the alignment of the slice $S$ with its attribution $A$ using precision $P$ and recall $R$. Measuring alignment lets users decide if a slice should be kept in the ChangeList, updated to improve alignment, or simply deleted. High precision implies that most slice examples satisfy the attribution i.e. $A = 1$, while with high recall, most examples that satisfy the attribution in the dataset are in the slice. Unfortunately, calculating $P$, $R$ requires exhaustively labeling the unknown attribute realizations $\{a_i\}_{i=1}^n$ for each example (i.e. labeling whether each example satisfies the slice, See 3.1), which is intractable to do for every slice.

Under a small labeling budget, we can only sample a few examples for labeling to estimate $\hat{P}$, $\hat{R}$. While we can estimate $\hat{P}$ using simple random sampling (see Appendix B.2), naively estimating recall can have high variance [40, 58], since the number of false negatives (examples with $A = 1$ outside the slice) is frequently small relative to the dataset size $n$.

The key problem is how to construct a proposal distribution $q$ that upweights and samples "enough" false negatives to perform estimation via a procedure such as importance sampling [58]. Our insight is to use a cross-modal model like CLIP to construct one or more proposal distributions $q_i$, by ranking examples in terms of their similarity to the text attribution $A$. CLIP has the advantage of providing an informative ordering of the examples in response to the wide range of (arbitrarily written) user attributions. A description of our estimation procedure is provided in Appendix B.2.

Once the precision and recall are estimated, the user can apply a decision rule (e.g. a minimum threshold on lower confidence bounds) to decide if the slice is satisfactory. If not satisfactory, the user can update it, which we discuss next.

**Update Slices.** For a slice $S = \psi(X, Y)$ with poor alignment with its attribution $A$, we can update the slice by training a new slicing function $\hat{\psi}(X, Y)$, using logistic regression on CLIP embeddings. Ideally, to improve alignment with $A$, $\hat{\psi}$ should be aligned with $A$ on the dataset $D$, i.e. $\hat{\psi}$ is a good classifier of the attribution realizations $\{a_i\}_{i=1}^n$.

The main challenge is specifying labels for training $\hat{\psi}$, as the $\{a_i\}$ are either unknown, or partially known for previously labeled examples. We use a simple procedure to address this: use attribution labels if available (optionally with additional labeling), otherwise use the original slice labels $\{\psi(x_i, y_i)\}_{i=1}^n$. This updates $\hat{\psi}$ conservatively by matching $\psi$ where necessary, and allows us to systematically improve the slice attribution alignment when a slice is updated. Note that for statistical validity we ensure no overlap between examples used for training or alignment estimation.
3.2.3 Interaction with ChangeLists. Finally, we discuss a prototype web interface that allows producers and users to interact with the ChangeList (Fig. 4). The prototype contains several components which are highlighted in the appendix figures:

(1) **ChangeList View.** (Fig. 8) The left panel (1) shows the current ChangeList. The ChangeList is displayed as a barplot against a chosen change metric, with the slice title and size annotated (1c). The user can select any slice for drilldown in the Slice Focus View. Users can sort slices in the ChangeList with change metrics (1b), or using semantic search to order slices with the most similar image prototype or slice name embedding first (1A).

(2) **Slice Focus View.** (Fig. 9) The right panel (2) displays information about the slice selected in the ChangeList, including tools for performing attribution and navigating the slice. Slice summary statistics are shown along with the ability to edit its name and description (2A). The gallery (2f) enables quick inspection of slice examples, including example selection to display additional metadata. The gallery can be configured to view more or less examples at a glance, and can be sorted and filtered by slice, user and task labels, or any metadata (2d,e). They can also be sorted by semantic similarity to a text search, implemented using CLIP (2c). During attribution, the corresponding component (2b) guides the user through slice updates via training, and attribute quality estimation. The user first passes through an (optional) slice update where the slicing function is retrained using user provided labels. Then, for precision (and recall) estimation, the gallery displays the samples to be labeled for the estimation procedure of Section 3.2.2, and provides keyboard and mouse shortcuts for rapidly selecting and labeling examples. Once calculated, estimates are displayed in the same attribution component.

4 CHANGELISTS ON REAL-WORLD API UPDATES

In this section, we discuss our takeaways from applying the approach described above to six recent API updates and generating a ChangeList for each. First, we provide overview statistics summarizing the changes documented in the ChangeLists. Next, we dive into each API in detail, highlighting noteworthy changes, focusing on those where slice performance goes in the opposite direction as it does globally.

4.1 Task: Image Tagging

**Overview of ChangeLists.** Using the process described in Section 3, we identified over 113 slices across three real image-tagging API updates. For each discovered slice \( S^{(j)} \), we compute the accuracy shift \( \mu_{01}^{(j)} \approx E[D] \) and test the null-hypothesis that the difference in accuracy \( D \) is symmetric about zero using the Wilcoxon signed-rank test. On 103 slices, we find that at least one of the API’s performance changed significantly (using the Bonferonni correction for multiple hypothesis testing, \( \alpha = 0.05/k \)). Among these, 63 instances of an API’s performance degraded significantly and on 52, the performance degraded by more than 5%-points. This phenomenon, where an update improves performance globally, but hurts performance on a coherent slice, has not been documented at this scale in the literature. The largest performance shifts are shown in Figure 5. We perform formal attribution for a subset of these discovered slices and provide the estimated recall and precision in Table 4.

In Section 2, we motivate the need for ChangeLists by showing that our updates introduced inconsistency that was not captured by the performance shift. We can quantify how much of the inconsistency is “explained” by our slices with the coefficient of determination \( r^2 \). Our ChangeLists achieve quite different \( r^2 \) on each update: 16.7% on EveryPixel, 12.4% on Google, and 5.3% on Microsoft. These low \( r^2 \) values highlight the difficulty of collecting a comprehensive set
of slices and the importance of interactive ChangeLists that allow users to find additional slices. These statistics are summarized in Figure 1.

**ChangeList (Google Cloud Vision).** Google’s API is used in diverse settings ranging from historic photos classification in newspaper archives [30] to managing visual assets in cloud storage [41]. Even though the API improved on average after the update, it is important to identify fine-grained slices where performance has degraded. In Figure 5, we show 10 slices where performance degraded. Notably, the API’s accuracy in detecting stop signs decreased by over 60%-points, a finding with potential safety implications. Post update, the accuracy of the API’s “person” tag drops by 20.8%-points if the person is skiing or snowboarding. If they are playing baseball, accuracy drops by 40.9%-points, and if the photo is in black and white it drops by 17.7%-points. This last slice may be of particular interest to a newspaper using the API on archival photos.

**ChangeList (Microsoft Computer Vision).** Like Google, Microsoft’s API is used in diverse settings and backs mobile applications and intelligent software systems [52]. Across the entire dataset, Microsoft’s API improved significantly (+4.0% and +5.9% F1). However, our ChangeList includes 14 slices on which the performance drops significantly. For example, accuracy in tagging “horses” degrades by more than 10%-points in old, black and white photos.

**ChangeList (EveryPixel Image Recognition).** Unlike the other APIs, the average model performance degraded slightly between updates (–0.5% accuracy and –2.9% F1). Still, we were able to find data slices where the API improved. Notably, after the update, its “cat” detection improved across a broad set of contexts: near windows and doors, in the bathroom, and on or near keyboards. In contrast, the Microsoft API, which improved globally, exhibited significantly degraded performance on “cat” detection after the update.

### 4.2 Task: Question Answering

**Overview of ChangeLists.** Using the process described in Section 3, we discover 31 slices across the 4,470 questions in our QA datasets. For each discovered slice \( S^{(j)} \), we compute the accuracy shift \( \mu_{F1}^{(j)} \approx \mathbb{E}[D] \) and compute a \( p \)-value with the Wilcoxon signed-rank test. Note we do not include formal attribution results for these slices (i.e. labeling for recall estimates). Authors manually inspected the slices to check for high precision. On 26 slices, we find that at least one of the API’s performance changed significantly (using the Bonferroni correction for multiple hypothesis testing, \( \alpha = 0.05/k \)). There were 11 instances where an API’s performance degraded and in three, the performance degraded by more than 3%-points. (Note that, due to small sample size, these degradations are not statistically significant. See Figure 1 for 95% confidence intervals.) The largest performance shifts are shown in Figure 2.
**ChangeList (OpenAI Text DaVinci).** We study two versions of Text DaVinci, OpenAI’s largest GPT-3 model available. The main difference between the versions is that version 003 is fine-tuned with reinforcement-learning from human feedback (RLHF), while version 002 is not [8, 57]. The new version outperforms the old by $\mu_{F1} = +0.038$ in mean F1-score. However, this gain is not evenly distributed across data slices. On Geography related questions, there was a large improvement of +0.15 in mean F1-score, while on sports and basketball related questions performance degraded by $-0.02$ and $-0.05$, respectively. In the safety-critical setting of Biology, RLHF did not improve performance $-0.01$.

**ChangeList (AI21 Jurassic-1 Grande).** Like the Text DaVinci update above, the update to AI-21’s Jurassic-1 involved instruction fine-tuning, and it led to significant gains in averperformance $\mu_{F1} = +0.059$. But again there were still slices with degradations, notably on Medicine-related questions $-0.02$.

**ChangeList (Cohere XLarge).** Of the three language model, the update to Cohere’s XLarge language model led to a smallest average improvement (+0.023), but it had the highest inconsistency in predictions (0.428). On Geography and “where” questions, performance degraded by $-0.01$ and $-0.04$, respectively.

5 DISCUSSING CHANGLISTS WITH API PRODUCERS AND CONSUMERS

To better understand the role ChangeLists could play in practice, we performed a semi-structured user study with MLaaS API producers and consumers, modeled on prior work [12, 63, 69, 70].

5.1 Study Procedures

We recruited a diverse pool of $n = 8$ participants that includes $n = 2$ engineers, $n = 2$ product managers, $n = 2$ data scientists, and $n = 2$ open source developers. They work at organizations ranging from a few employees to over 5,000. Of the participants, $n = 5$ work primarily as API producers, that is they develop machine learning models that are released outside of their team (e.g. via an API or model hub). These producers work on different parts of the machine learning lifecycle including data collection, model validation and model training. The remaining $n = 3$ participants are API consumers, that is they work on software that consumes machine learning predictions via an API or model hub. The participants and their backgrounds are summarized in Table 1. The participants did not receive compensation for their participation. They were recruited using emails to team leads at organizations producing or consuming MLaaS APIs. We conducted a 45-minute semi-structured interview with each participant, split into two parts. The full script for the interview can be found in Appendix A.4. After the interviews, the authors manually grouped and synthesized quotations from participants. These groups are provided in Tables 2 and 3.

1 Pre-interview. Participants answered a series a questions about their role(s) as producers and/or consumers of MLaaS APIs. Producers answered additional questions about internal processes around model updates and consumers answered additional questions about their experience with model updates.

2 Think-aloud ChangeList demonstration. Participants were informed that they would be shown a demonstration of a prototype ChangeList and asked to share their thoughts about it. Participants then followed along in a demonstration of a ChangeList conducted by the authors. In the demonstration, we evaluated changes in performance of the Google Cloud Vision API on a subset of the LVIS dataset containing images of people. They were instructed to think-aloud about the challenges ChangeList addresses and also highlight limitations with the ChangeList or information that is missing from the ChangeList. At the end of the demonstration, participants were given time to describe any initial reactions they had to using the ChangeList. Then they answered a series of targeted questions.
5.2 Findings

We summarize three key findings that emerged from our interviews, centering on attitudes towards the role of notifications in informing API consumers, the part that ChangeLists can play in this process, and the emphasis placed on interactivity and personalization by participants. In Appendix A.1 and Tables 2 and 3, we codify and group additional comments from the participants by theme.

(1) **Existing API update notifications are insufficient.** All the model producers we spoke to said that they typically notify users \( n = 5/5 \), but consumers said that they found existing updates vague and lacking in requisite detail. An open-source developer using a language model API for a project complained, "when [blinded model] was upgraded version X to version Y, I was annoyed that I didn't get the email. Communication about updates could be a bit better...the only guidance they give is vague recommendations." [P07] This is consistent with comments from API producers: that they primarily aim to highlight new capabilities of models, rarely including detailed metrics or degradations in performance. This is concerning given the degradation in slice performance we observed across the six updates evaluated in Section 4.

Some participants suggested that vague notifications were tolerable, as long as consumers ran evaluations on internal data. However, running these evaluations is costly and there is disagreement on how common internal test sets actually are in practice. One engineer at a small company using large language model APIs explained, "the ideal thing that we should be doing is benchmarking the tasks we care about and rerun every time the model is updated. That being said, it implies a large cost, especially if our benchmark is large." [P04] And while some claimed that "any serious team would be managing their own [evaluation] data" [P05], others thought that organizations are increasingly building on top of these APIs without internal test sets. "Our project definitely does not have an internal test set. People are probably overestimating how good the internal test sets are at company at projects." [P07] If more organizations and individuals start using APIs without robust evaluation data, the importance of detailed notifications will grow.

(2) **Interactive, slice-based ChangeLists communicate missing information.** Producers need to notify a broad range of customers, surfacing changes specific to each, but struggle with the labeling effort required to identify and validate slices. "If we only had one user, it would be easy because we could talk about the specific changes relevant for them, since we know their use cases. But, we have a wide range of customers. So the challenge is, how do we satisfy the customers broadly?" [P02] One user described accurate slice attribution as being the main hurdle in providing slices tailored for each user, "One challenge for identifying performance on a fine-grained slice is, how do you select data that conforms to the concept. Say you have a very specific subclass, for example "woman with gray hair and big eyes." [P01] Nearly all participants voiced that the ChangeList’s focus on slice-based performance (as opposed to aggregate performance or errors on individual examples) is effective for communicating model differences \( n = 6/8 \). "Makes a lot of sense to report performance on groups of images. If they are individual images – wouldn’t make sense to show change in performance." [P01] A software engineer at a small company said, "I like this slice based evaluation, so that we get some of the finer-grained differences and I like the interface so we can go in and see what each slice is made of." [P04]

(3) **Access to ChangeLists would influence decision-making in practice.** Both producers and consumers felt that ChangeLists would meaningfully change the quality of decision-making in their organizations. Most producers commented that a ChangeList could facilitate communication between stakeholders at their organization \( n = 4/5 \). One highlighted that it would enable communication regardless of technical expertise, facilitating collaboration between data scientists, engineers, and project managers for informed decision-making. "You can really easily show or make your point without needing to dive into code...then the leadership would be able to look at it and make a plan for action." [P03]
All participants agree that using a ChangeList could influence them to not use the updated model as a user \( (n = 8/8) \). In particular, several highlighted that it was specifically the slicing that could influence their decisions. "Yeah that’s possible. If there are certain slices of data that I care about the most that have regressed, I would be worried." [P02] But, they also highlighted doubts about the willingness of producers to host old API versions. "Yeah it would [influence me to not update the model]... but I don’t know if this would be feasible [for the producer] to offer." [P03]

In summary, our interviews confirmed the need for improved documentation around API updates. ChangeList could help by providing details on fine-grained performance changes. Participants suggested that ChangeList, were they deployed, would impact day-to-day processes around how people release and use MLaaS APIs. In addition to the findings discussed above, we codified other takeaways in Appendix A.

6 CONCLUSION

In this work, we demonstrate and discuss one approach for producing ChangeList – detailed reports that highlight changes in performance on fine-grained slices of data. We produce a ChangeList for six updates to popular machine learning APIs and find 63 data slices where the update introduced a statistically significant degradation in performance. These results highlight the importance of including fine-grained reporting alongside model updates. The API consumers we spoke with suggested that this increased transparency in model updates would influence their decisions around updating the model. Our discussion with API producers also highlighted some of the present challenges that limit an organizations ability to release ChangeList.

There are several limitations with this study, which point to directions for future work. As mentioned by a user study participants, discovering slices is challenging and ChangeList are only as good as their slices. The 140 slices of data identified in this study only explain a tiny fraction of performance inconsistency observed in the updates. Future work in slice discovery could help bridge this gap. Further, since real-world benchmarks often include predefined slices, real-world ChangeList should include a mix of discovered slices and predefined slices and benchmarks. However, our work only studied discovered slices. Additionally, our question answering dataset was comparatively smaller and we were limited by the cost of language model inference. Working with API producers to provide low-cost inference for evaluation will be important for future ChangeList. Finally, in our user study participants did not perform the attribution phase. Future work should further validate this step of the process.

Our work highlights the need for improved transparency in updates to MLaaS APIs. It does so in two ways: (1) documenting real-world instances where a model update degrades performance on an important data slice, but the API producer failed to report it, and (2) discussing the need for improved transparency with API consumers in a think-aloud user study. Towards addressing this need, we demonstrate and analyze one potential approach for improving the transparency of model updates. Our study builds on related work in the literature on transparency of machine learning systems [13, 53, 63]. Given that the use of MLaaS API has grown rapidly in recent years and that model updates are frequent, our work presents an important addition to this line of work on the transparency of deployed machine learning systems.
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Fig. 5. Shifts in Image Tagging Performance on Slices. For six slices, we show the change accuracy for all three question answering APIs. The slices with the largest improvement and degradation for each API are shown. The x-axis shows the accuracy. The y-axis shows the name ascribed to the slice in attribution and its size in parentheses.

A EXTENDED DESCRIPTION OF USER STUDY

A.1 Findings from pre-interviews.

In our interviews with industry professionals, we found that there is mismatch between the kinds of notifications API consumers need and the notifications API producers are currently releasing. In this section, we discuss common themes from our interviews and connect them to our empirical findings from the Section 4. First we discuss responses from model producers, then model consumers. For a breakdown of the participant’s comments, see Table 2.

API producers on existing update notifications. All the model producers we spoke to said that they typically notify users (n = 5/5), but a couple also suggested that in some circumstances models are changed without notification (n = 2/5). "If it was a small optimization of an internal metric, then there may be less of a notification to the user. But if the model starts working on a new category of data or it has a new capability, then we’ll give an update." [P03] Additionally, when producers do notify users, they primarily aim to highlight new capabilities of models, rarely including detailed metrics or degradations in performance. This is concerning given that in all six evaluated in Section 4 we saw at least one slice of data where model performance degraded.

API producers on what makes notification challenging. Producers need to notify a broad range of customers, surfacing changes specific to each, but struggle with the labeling effort required to identify and validate slices. "If we only had one user, it would be easy because we could talk about the specific changes relevant for them, since we know their use cases. But, we have a wide range of customers. So the challenge is, how do we satisfy the customers broadly?" [P02]

One user described accurate slice attribution as being the main hurdle in providing slices tailored for each user, "One challenge for identifying performance on a fine-grained slice is, how do you select data that conforms to the concept. Say you have a very specific subclass, for example "woman with gray hair and big eyes." [P01]

API producers on the importance of notifications. Producers recognize the importance of detailed notifications for customers’ applications. All of the producer we interviewed said that notifications were important for (n = 5/5). "Its
super important. There’s a real need, and the notification actually needs to depend on the customer. We don’t know what the customer does with API downstream.” [P02]

**API consumers on existing update notifications.** Though producers typically notify users, consumers find that existing updates are vague and lack requisite detail. An open-source developer using a language model API for a project complained, “when [blinded model] was upgraded version X to version Y, I was annoyed that I didn’t get the email. Communication about updates could be a bit better...the only guidance they give is vague recommendations.” [P07] This is consistent with what API producers explained: that they rarely include metrics or degradations.

**API consumers on the ideal update notification.** Consumers who apply APIs in narrow use cases want fine-grained metrics in updates from producers. “If there were better metrics that could say this model does this and this model does this. Some way of evaluating how well the model does on your distribution and on your data... consumer reports for language models.”[P07] Though some that use APIs in more general settings said that they were okay trusting the general improvements reported by the producer.

**API consumers on internal evaluations.** Several mentioned that running evaluations on internal data is important, but running these evaluations is costly and there is disagreement on how common internal test sets actually are in practice. One engineer at a small company using large language model APIs explained, “the ideal thing that we should be doing is benchmarking the tasks we care about and rerun every time the model is updated. That being said, it implies a large cost, especially if our benchmark is large.” [P04] And while some claimed that “any serious team would be managing their own [evaluation] data” [P05], others think that folks are increasingly building on top of these APIs without internal test sets. “Our project definitely does not have an internal test set. People are probably overestimating how good the internal test sets are at company at projects.”[P07]

### A.2 Findings from think-aloud demonstration.

Through their comments during our think-aloud demonstration, participants expressed that the slice-based design of ChangeLists make them useful for understanding differences between models and give them the potential to influence producer and consumer decision-making. In this section, we discuss common themes from the comments and feedback provided by participants. to our empirical findings from the Section 4. First we discuss responses from model producers, then model consumers. For a breakdown of the participant’s comments, see Table 2.

**On the utility of the ChangeLists for understanding model updates.** Participants expressed interest in using the ChangeList, though some voiced that its utility hinges on the quality of the groupings and the context in which its used. Without being explicitly prompted to say so, over half of the participants (n = 5/8) said they would want to use ChangeLists to understand differences between models. A product manager who works on data sourcing for ML APIs at a cloud provider said, “First impression, this is really awesome if I can use it ... [coming from the perspective] of doing data work.” [P08] A software engineer at a small company said, “I’m impressed...I like this slice based evaluation, so that we get some of the finer-grained differences and I like the interface so we can go in and see what each slice is made of.”[P04] Others expressed interest, but said its ultimate utility would depend on the quality of the slices, “This is really interesting. But it really depends on how good the automatic grouping is.”[P07]

**On the importance of the slicing functionality.** Nearly all participants voiced that reporting slice performance (as opposed to aggregate performance or errors on individual examples) is effective for communicating model differences (n = 6/8). “Makes a lot of sense to report performance on groups of images. If they are individual images – wouldn’t make sense to show change in performance.”[P01]
On the importance of personalization. Participants commented on the importance of personalizing the ChangeList, highlighting the value of a data upload feature in the ChangeList ($n = 7/8$). "Every company has their own definitional data, it's critical to upload your own data." [P08] In addition, several participants suggested a "playground" feature where users could craft new inputs to the model and explore differences in the predictions.

On potential of ChangeLists to influence producer decision-making. Most of the producers commented that the tool could facilitate communication between stakeholders at their organization ($n = 4/5$). One highlighted that it enables communication regardless of scientific background, allowing for easy presentation of data and facilitating collaboration between data scientists, engineers, and project managers for informed decision-making. "You can really easy show or make your point without needing to dive into code... Then the leadership would be able to look at it and make a plan for action." [P03]

On the potential of ChangeLists to influence consumer decision-making. Participants agree that using a ChangeList could influence them to not use the updated model as a user ($n = 8/8$). In particular, several highlighted that it was specifically the slicing that could influence their decisions, "Yeah that's possible. If there are certain slices of data that I care about the most that have regressed, I would be worried." [P02] But, they also highlight doubts about the willingness of producers to host old API versions. "Yeah it would [influence me to not update the model]... but I don't know if this would be feasible [for the producer] to offer." [P03]
MLaaS API Producers

<table>
<thead>
<tr>
<th>Synthesis</th>
<th>Quote</th>
<th>Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topic: On existing update notifications.</td>
<td>“If it was a small optimization of an internal metric, then there may be less of a notification to the user. But if the model starts working on a new category of data or it has a new capability, then we’ll give an update.”</td>
<td>P03</td>
</tr>
<tr>
<td>Synthesis: Producers aim to highlight new capabilities of models, but rarely include metrics or regressions.</td>
<td>“For example, maybe previously the model could only do indoor images, but now we can support outdoor performance as well. On the other hand, if there certain distributions that we haven’t looked into, we don’t report those.”</td>
<td>P02</td>
</tr>
<tr>
<td></td>
<td>“If they are paying for the service, there may be an NDA version of the update that will include more detailed metrics. But that’s not going to be released publicly.”</td>
<td>P03</td>
</tr>
<tr>
<td>Topic: On what makes notification challenging.</td>
<td>“One challenge for identifying performance on a fine-grained slice is, how do you select data that conforms to the concept. Say you have a very specific subclass, for example ‘woman with gray hair and big eyes’. So this would be more difficult than, say, the coarse gained demographic slices.”</td>
<td>P01</td>
</tr>
<tr>
<td>Synthesis: Producers need to notify a broad range of customers, surfacing changes specific to each, but struggle with the labeling effort required to identify and validate subgroups.</td>
<td>“Here we can use existing labels or dispatch a labeling effort. So its going to depend a bit on how good the human annotation team is.”</td>
<td>P03</td>
</tr>
<tr>
<td></td>
<td>“If we only had one user, it would be easy because we could talk about the specific changes relevant for them, since we know their use cases. But, we have a wide range of customers. So the challenge is, how do we satisfy the customers broadly?”</td>
<td>P02</td>
</tr>
<tr>
<td>Topic: On the importance of notifications.</td>
<td>“Its super important. There’s a real need, and the notification actually needs to depend on the customer. We don’t know what the customer does with API downstream.”</td>
<td>P02</td>
</tr>
<tr>
<td>Synthesis: Producers recognize the importance of detailed notifications for customers’ applications.</td>
<td>“Do you think users should be notified when the model is updated? In this case, absolutely.”</td>
<td>P03</td>
</tr>
</tbody>
</table>

MLaaS API Consumers

<table>
<thead>
<tr>
<th>Synthesis</th>
<th>Quote</th>
<th>Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topic: On existing update notifications.</td>
<td>“We don’t really know what’s updated under the hood. [It] just says that its better in practice. We don’t have a sense of what has changed.”</td>
<td>P04</td>
</tr>
<tr>
<td>Synthesis: Consumers agree that updates are vague and lack detail.</td>
<td>“The update was pretty vague. There was some box on the website that said … our embeddings stuff has changed…there was certainly no multi-dimensional analysis of where it was better and where it was worse.”</td>
<td>P05</td>
</tr>
<tr>
<td></td>
<td>“When [blinded model] was upgraded version 2 to version 3, I was annoyed that I didn’t get the email. Communication about updates could be a bit better...The only guidance they give is vague recommendations.”</td>
<td>P07</td>
</tr>
<tr>
<td>Topic: On the ideal update notification.</td>
<td>“If there were better metrics that could say this model does this and this model does this. Some way of evaluating how well the model does on your distribution and on your data... consumer reports for language models.”</td>
<td>P07</td>
</tr>
<tr>
<td>Synthesis: Consumers who use APIs in narrow use cases want fine-grained metrics in updates from producers.</td>
<td>“If I were relying on a very specific case of the model, then you could imagine a case where the model performs a lot worse on one particular case. But since I was using it in a more general setting, I trust that the general improvement is representative of what I’m going to see.”</td>
<td>P04</td>
</tr>
<tr>
<td>Topic: On internal evaluations.</td>
<td>“Ideal thing that we should be doing is benchmarking the tasks we care about and rerun every time the model is updated. That being said, it implies a large cost, especially if our benchmark is large.”</td>
<td>P04</td>
</tr>
<tr>
<td>Synthesis: Several mentioned that running evaluations on internal is important, but running these evaluations is costly and there is disagreement on how common internal test sets actually are in practice.</td>
<td>“Probably, any serious team would be managing their own data. But there are certainly a lot of young projects being built that don’t have rigorous validation.”</td>
<td>P05</td>
</tr>
<tr>
<td></td>
<td>“Our project definitely does not have an internal test set. People are probably overestimating how good the internal test sets are at company at projects, but this is just a gut feeling.”</td>
<td>P07</td>
</tr>
</tbody>
</table>

Table 2. Quotes from pre-interviews with study participants. Participant comments were manually grouped by topic. Then each group of comments was synthesized for common themes.
### Topic: On the utility of the ChangeList for understanding model updates.

**Synthesis:** Participants expressed interest in using the ChangeList, with some voicing that its utility hinges on the quality of the groupings and the context in which it is used.

- “This interface is really cool, I would definitely use it.” P01
- “First impression this is really awesome ... [coming from the perspective] of doing data work.” P08
- “I'm impressed. I like this slice based evaluation, so that we get some of the finer-grained differences and I like the interface so we can go in and see what each slice is made of.” P04
- “How helpful this would be would depend on the skillset of the user. For someone who is familiar with the task and looking at the data on regular basis, I can see this being helpful. But for someone who is just introduced to the task and not looking at the data, I don't think they can make a conclusion.” P02
- “This is really interesting. But it really depends on how good the automatic grouping is.” P07
- “I can absolutely imagine using it to compare different APIs. I less so imagine using it if the model API changed. In most cases the simplest thing to do is to try it out on internal and then just go back to the other one.” P05

### Topic: On the importance of the slicing functionality.

**Synthesis:** Participants agree that reporting subgroup performance is important for identifying and communicating regressions.

- “With a tool like this, it would be very easy for the customer to prove that the subgroup that they are interested in has regressed.” P03
- “I think the table on the left is pretty clear [in informing the differences between the models]. It calls out which groups show the biggest variance” P08
- “Makes a lot of sense to report performance on groups of images. If they are individual images – wouldn't make sense to show change in performance.” P01
- “The nice thing with this tool is its like, here are the groups we do well with and here are the groups that we don’t do well on.” P03

### Topic: On personalization.

**Synthesis:** Participants highlighted the importance of users being able to upload their own data to the ChangeList.

- “It would be really really helpful if it was contextualized within the previous queries. I would like to be able to look at my previous data.” P06
- “Every company has their own definitional data, its critical to upload your own data.” P08

### Topic: On communication between stakeholders.

**Synthesis:** Participants agree that the tool effectively facilitates communication between stakeholders, regardless of scientific background.

- “The nice thing about a tool like this is it bridges everybody without regard for scientific background. You can really easy show or make your point without needing to dive into code...Then the leadership would be able to look at it and make a plan for action.” P03
- “It would definitely be useful...its healthy to have the data scientists and engineers work alongside the PMs.” P02

### Topic: On the potential impact of ChangeLists.

**Synthesis:** Participants note that using a ChangeList could influence them to not use the updated model as a user.

- “Yeah it would [influence me to not update the model]... but I don’t know if this would be feasible to offer.” P03
- “Yeah I think ideally yes I would want to stick with the old model. But in reality, idk how often it can be done, it may not make sense for the company delivering the API.” P04

### Topic: On areas for improvement.

**Synthesis:** Participants made suggestions for improvements in layout and design.

- “First impression is there are a lot of buttons.” P08
- “I think i’m definitely more informed. But, I also feel overwhelmed by so many pictures. I think some sort of summarization would be useful.” P01

<table>
<thead>
<tr>
<th>Topic: On the utility of the ChangeList for understanding model updates.</th>
<th>Quote</th>
<th>Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthesis: Participants expressed interest in using the ChangeList, with some voicing that its utility hinges on the quality of the groupings and the context in which it is used.</td>
<td>“This interface is really cool, I would definitely use it.”</td>
<td>P01</td>
</tr>
<tr>
<td></td>
<td>“First impression this is really awesome ... [coming from the perspective] of doing data work.”</td>
<td>P08</td>
</tr>
<tr>
<td></td>
<td>“I’m impressed. I like this slice based evaluation, so that we get some of the finer-grained differences and I like the interface so we can go in and see what each slice is made of.”</td>
<td>P04</td>
</tr>
<tr>
<td></td>
<td>“How helpful this would be would depend on the skillset of the user. For someone who is familiar with the task and looking at the data on regular basis, I can see this being helpful. But for someone who is just introduced to the task and not looking at the data, I don’t think they can make a conclusion.”</td>
<td>P02</td>
</tr>
<tr>
<td></td>
<td>“This is really interesting. But it really depends on how good the automatic grouping is.”</td>
<td>P07</td>
</tr>
<tr>
<td></td>
<td>“I can absolutely imagine using it to compare different APIs. I less so imagine using it if the model API changed. In most cases the simplest thing to do is to try it out on internal and then just go back to the other one.”</td>
<td>P05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Topic: On the importance of the slicing functionality.</th>
<th>Quote</th>
<th>Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthesis: Participants agree that reporting subgroup performance is important for identifying and communicating regressions.</td>
<td>“With a tool like this, it would be very easy for the customer to prove that the subgroup that they are interested in has regressed.”</td>
<td>P03</td>
</tr>
<tr>
<td></td>
<td>“I think the table on the left is pretty clear [in informing the differences between the models]. It calls out which groups show the biggest variance”</td>
<td>P08</td>
</tr>
<tr>
<td></td>
<td>“Makes a lot of sense to report performance on groups of images. If they are individual images – wouldn’t make sense to show change in performance.”</td>
<td>P01</td>
</tr>
<tr>
<td></td>
<td>“The nice thing with this tool is its like, here are the groups we do well with and here are the groups that we don’t do well on.”</td>
<td>P03</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Topic: On personalization.</th>
<th>Quote</th>
<th>Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthesis: Participants highlighted the importance of users being able to upload their own data to the ChangeList.</td>
<td>“It would be really really helpful if it was contextualized within the previous queries. I would like to be able to look at my previous data.”</td>
<td>P06</td>
</tr>
<tr>
<td></td>
<td>“Every company has their own definitional data, its critical to upload your own data.”</td>
<td>P08</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Topic: On communication between stakeholders.</th>
<th>Quote</th>
<th>Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthesis: Participants agree that the tool effectively facilitates communication between stakeholders, regardless of scientific background.</td>
<td>“The nice thing about a tool like this is it bridges everybody without regard for scientific background. You can really easy show or make your point without needing to dive into code...Then the leadership would be able to look at it and make a plan for action.”</td>
<td>P03</td>
</tr>
<tr>
<td></td>
<td>“It would definitely be useful...its healthy to have the data scientists and engineers work alongside the PMs.”</td>
<td>P02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Topic: On the potential impact of ChangeLists.</th>
<th>Quote</th>
<th>Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthesis: Participants note that using a ChangeList could influence them to not use the updated model as a user.</td>
<td>“Yeah it would [influence me to not update the model]... but I don’t know if this would be feasible to offer.”</td>
<td>P03</td>
</tr>
<tr>
<td></td>
<td>“Yeah I think ideally yes I would want to stick with the old model. But in reality, idk how often it can be done, it may not make sense for the company delivering the API.”</td>
<td>P04</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Topic: On areas for improvement.</th>
<th>Quote</th>
<th>Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthesis: Participants made suggestions for improvements in layout and design.</td>
<td>“First impression is there are a lot of buttons.”</td>
<td>P08</td>
</tr>
<tr>
<td></td>
<td>“I think i’m definitely more informed. But, I also feel overwhelmed by so many pictures. I think some sort of summarization would be useful.”</td>
<td>P01</td>
</tr>
</tbody>
</table>

Table 3. Quotes from think-aloud ChangeList demonstration. Participant comments were manually grouped by topic. Then each group of comments was synthesized for common themes.
A.3 Study Procedures

Recruitment. The API producers were recruited by reaching out to relevant teams at cloud providers and smaller companies. The API consumers were recruited by reaching out to small companies and leaders of open-source projects that use ML APIs.

Transcription. If participants agreed, the interview was recorded, transcribed and de-identified. Otherwise, the interviewer noted their answers by hand. After the session, the notes were edited for clarity and sent back to the participant for review.

A.4 Interview Script

Thank you for participating in our user study on model updates.

This is a think-aloud user study. You will be asked to use a software tool and share your thoughts and experiences while using it. During the session, we will record your interactions with the tool as well as your verbal and written comments. The interviews will be conducted over Zoom and recorded using Zoom software. The recordings will be transcribed and de-identified, then discarded after the session. Your comments may be used in qualitative analyses and de-identified quotations from your comments may be included in any resulting publications.

A.4.1 Part 1: Pre-interview. Question: In your work, do you develop machine learning models that are publicly released (e.g. via an API or a model hub)? This includes data collection, model validation, model training, hyperparameter tuning?

If yes,

• Question: What kind of models do you deploy (i.e. what is the input modality, the prediction target, the intended use case)?
• Question: Who are the intended users of your models?
• Question: How frequently do you update the models (e.g. retrain, change the architecture, recalibrate, change the output schema)?
• Question: Do you notify users when you update a model?
• Question: What information do you include in the update?
• Question: What challenges do you encounter when communicating model updates to users?
• Question: Do you think users should be notified when the model is updated?
• Question: Ignoring the feasibility of collecting the data, what information do you think users should have after a model update?
• Question: What software packages or tools do you use to understand changes in model performance between updates?
• Question: Do you report changes in fine-grained slices? If so, how do you find them. What challenges are associated with this.

Question: In your work, do you use machine learning model predictions served through an API or model hub (e.g. GPT-3, Google Cloud Vision, HuggingFace, TorchVision)?

If yes,

• Question: What models and services do you use in your work and what role do they play?
• Question: Are you made aware of updates to the APIs you are using? If so, how does the provider make you aware?
• Question: When the model is updated, what information would be important for you to be made aware of?
• Question: Has a model update ever had adverse affects on your system or use case?
• Question: How did you measure the degradation?
• Question: Outside of the information given to you by the provider, what tools (if any) do you use to understand changes in model performance between updates?
• Question: Would you contribute to a public, crowdsourced changelist for a model that you are using?

A.4.2 Part 2: ChangeList Demonstration. We’ll be demonstrating a ChangeList, a prototype of an interactive tool we’ve developed that helps users analyze changes in model performance. Before, during and after using the tool we’ll ask you some questions.

Instruction. As we use the tool, please “think-aloud” about:

1. What parts of the ChangeList are easy to use/intuitive?
2. What parts of the ChangeList are difficult to use/unintuitive?
3. What challenges does ChangeList address?
4. What challenges does ChangeList not address?

• Demo. Show the discover button and a set of previously discovered slices. Explain that each bar corresponds to a slice of data and the change in performance on that slice.
• Demo. Click on one of the slices. Show how you can explore examples of that slice on the right.
• Demo. Name the slice and provide a description. Use the search functionality to ensure that the name is representative of the slice. Explain how we also support attribution, which uses statistical methods to rapidly estimate the validity of a name.
• Demo. Search for slices that are relevant to the user using the slice search.
• Demo. Suppose we have some internal data that is specific to some internal application. Show that we can upload that data to the CL using the upload button.
• Question. Do you have any initial reactions to the tool?
• Question. After exploring the ChangeList, do you feel more informed about the differences between the two models? Please explain.
• Question. As a model user, do you feel that a ChangeList could influence you to not update the model, and continue using the old version?
• Question. As a model user, would you interact with a ChangeList before updating a model?
• Question. As a model user, how important is the feature that allows users to upload their own data? Would you use it? Do you expect others would?
• Question. As a model user, how important is the feature that allows users to discover and identify new slices, and share them with the community?
• Question. What role could ChangeLists play in your work and at your organization? Would this be valuable tool for sharing updates with stakeholders in the organization?
• Question. What other information would you have liked to have seen?
B EXTENDED DESCRIPTION OF METHODOLOGY

B.1 Discovery

B.1.1 Discovery with Domino. In this section, we provide details on the slice discovery techniques used in this work. In general, we follow closely the approach [19].

We discover slices by fitting a k-component mixture model to the embeddings \( Z \) and model losses \( \ell[1], \ell[2] \). For mixture \( S(j) \), we assume \( Z|S(j) \) varies as multivariate Normal with diagonal covariance. The distribution of losses depends on the loss function \( \ell \). In the zero-one loss case, we assume \( \ell[1]|S(j), \ell[2]|S(j) \) vary as categoricals. The log-likelihood over the validation dataset is given as follows and maximized using expectation-maximization:

\[
\ell = \sum_{i=1}^{n} \log \sum_{j=1}^{k} P(S(j) = 1) P(Z = z_i|S(j) = 1) P(\ell[1]|S(j) = 1) P(\ell[2]|S(j) = 1)^\gamma, \tag{3}
\]

Like Domino, we use a hyperparameter \( \gamma \) to balance the contribution of the embeddings and losses to the log-likelihood – higher \( \gamma \) trades-off coherence for explanatory power. A slice is coherent if the examples in it share something common. A set of slices have explanatory power if membership in those slices can explain the shift inconsistency.

B.1.2 Slice Discovery with Natural Language Filters. When working with the Question Answering datasets, the slices discovered by Domino were useful for slice ideation, but were poorly aligned with attributed concepts. So, we used Domino to seed ideas for slices and then used a few-shot prompting strategy with Flan T5 to more accurately filter the dataset.

For example, to filter the dataset down to the slice containing questions about biology, we used the following prompt:

- Are the sentences below about biology?
  "What was the city of Beijing previously known as?"
  Answer: Not Biology

- "Has a country won the world cup at home?"
  Answer: Not Biology

- "Where is Fe best absorbed in the body?"
  Answer: Biology

- "What is the function of the pericardial sac?"
  Answer: Biology

- "Where are antibodies made and by what type of lymphocyte?"
  Answer: Biology

- "{question}"
  Answer:

We ran this prompt through the language model (with temperature 0.1) for each question in the dataset substituting it in the template. The dataset was filtered to the set the questions for which the model output "Biology".
These slices can be verified in the attribution phase just like the ones discovered with Domino alone.

B.2 Attribution: Alignment Estimation

We would like to estimate the precision and recall with only a small amount of labeling effort:

\[
P = \frac{\sum_{i=1}^{n} s_i a_i}{\sum_{i=1}^{n} s_i}, \quad R = \frac{\sum_{i=1}^{n} s_i a_i}{\sum_{i=1}^{n} a_i}
\]

Consider one of the slices \( S \) that was discovered in the first phase of our process (Section 3.2.1). Because \( S = \psi(X, Y) \), we can compute the realizations of the slice variable \( \{s_i = \psi(x_i, y_i)\}_{i=1}^{n} \) across our full dataset. On the other hand, we cannot access any of the realizations of the attributions \( \{a_i\} \), since they are unknown.

**Estimating Precision.** We estimate precision directly using the standard approach of Monte Carlo estimation with simple random sampling (SRS). To estimate precision \( \hat{P} \), we first sample \( n_P \) examples to label with their attribution realizations \( \{a_i\} \), and then compute the estimator \( \hat{P} = \frac{\sum_{i=1}^{n_P} [a_i = 1]}{n_P} \). We use a standard bootstrap procedure to compute a confidence interval around the estimated precision [17].

**Estimating Recall.** Unfortunately, estimating recall efficiently is difficult since the number of false negatives (i.e. examples with \( A = 1 \) that lie outside the slice) can be small relative to the size of the dataset, making SRS an inefficient method with high variance in this setting. Beyond SRS, there are many approaches to sampling and estimation with a small sample size including stratified sampling [59], importance sampling [58], ranked set sampling [49] and others, as well as adaptive variants [2]. Estimating recall with limited labels has also recently received more attention in the machine learning community, particularly with adaptive approaches [40, 48, 62].

Among these approaches, importance sampling is a strong and reliable baseline, and we leave the exploration of adaptive methods to future work. For simplicity, we reduce recall estimation to a two step process: (1) using mixture importance sampling [58] to estimate the proportion \( Q \) of examples with the attribution \( A = 1 \) in the complement of the slice; and (2) using a plug-in estimator for recall with the estimates for precision \( \hat{P} \) and proportion \( \hat{Q} \). Formally, we define \( Q \):

\[
Q = \frac{\sum_{i=1}^{n} (1 - s_i) a_i}{\sum_{i=1}^{n} (1 - s_i)}
\]

In the first step, we use mixture importance sampling i.e. a simple variant of the Horvitz–Thompson estimator that is unbiased [58]. Key to this method is the choice of the proposal distributions \( q_i \), which upweight samples that are likely to be useful for estimation [58]. Indeed, the key problem is how to construct proposal distributions that sample "enough" false negatives for estimation via importance sampling [58]. Good choices for the \( q_i \) (i.e. those that lead to low variance estimates) would put higher weight on the less prevalent samples with \( A = 1 \), and lower weight on those with \( A = 0 \). At first glance, this appears impossible without labeling the attribute realizations \( \{a_i\} \). While prior work has studied the estimation of classifier recall with limited labels [40, 48, 62], these all reuse the classifier being evaluated to construct a proposal distribution. We do not have a classifier for arbitrary (user constructed) text attributions \( A \) in our setting.

Instead, we propose a procedure that relies on a flexible method to construct proposal distributions. Our insight is to use CLIP (or any cross-modal foundation model) to construct one or more proposal distributions \( q_i \), by ranking examples in terms of their similarity to the text attribution \( A \). The advantage of using CLIP in this way is that it can provide an informative ordering of the examples in response to the wide range of (arbitrarily written) user attributions. This in turn leads to proposal distributions that are more likely to appropriately upweight samples that correspond to the concept \( A \), which may have been arbitrarily selected by the user.
In detail, each example $x_j$ in the population is assigned a score $\lambda_{ij}$ based on inner-product search with respect to text queries $i \in [d]$ written by the user. Here, the user will write text queries that they think align with the attribution $A$. The similarity score $\lambda_{ij}$ serves as a useful proxy for whether the example satisfies the attribution $A$, and the ranking of examples by $\lambda_{ij}$ should correlate with the attribution realizations. Then, we construct a proposal distribution $q_i$ from each set of scores by first min-max scaling the scores, and then powering them in order to skew the distribution i.e.

$$ q_i(x_j) \propto \left( \frac{(\lambda_{ij} - \min_k \lambda_{ik})}{(\max_k \lambda_{ik} - \min_k \lambda_{ik})} \right)^r $$

for an exponent $r$. This serves to create a proposal distribution that assigns very low probability to examples that have the lowest scores.

Once the proposal distributions $q_i$ are created, we construct a mixture distribution $q_x = \sum_i a_i q_i$ with $\sum_i a_i = 1$ (by default, we use the uniform mixture $a_i = \frac{1}{d}$). We sample $n_Q$ examples from the mixture distribution with corresponding weights $w_j$ (with $w_j = \sum_i a_i w_{ij}$) and user provided attribution realizations $a_j$. We can then estimate the proportion of examples $\hat{Q}$ in the slice complement with $A = 1$, as well as the recall $\hat{R}$ using an (unbiased) plug-in estimator,

$$ \hat{Q} = \frac{\sum_{j=1}^{n_Q} [a_j = 1] w_j}{n - \sum_{j=1}^{n_Q} w_j}, \quad \hat{R} = \frac{(n - n_x) \cdot \hat{P}}{(n - n_x) \cdot \hat{P} + n \cdot \hat{Q}} $$

We provide confidence intervals for recall by running a standard bootstrap procedure independently for both $\hat{P}$ and $\hat{Q}$, and combine these independent estimates to get bootstrapped estimates for recall. We then output the appropriate quantiles corresponding to the required confidence level.

Once the precision and recall are estimated, the user can apply a consistent decision rule (e.g. a minimum threshold on lower confidence bounds) in order to decide if the slice is satisfactory. If not satisfactory, the user can update it, as discussed in Section 3.2.2.

### B.3 Manually Gathering Slices

Manually gathering slices is a critical process for refining outputs of slice discovery methods (SDMs) and for creating slices that were not automatically discovered. However, a manual step requires scalable data exploration, which is difficult to do with large datasets. In the ChangeList prototype, users can rapidly scrub through data in the gallery and label examples to assign them to the appropriate slice (Fig. 10). Users can also create their own slices and label examples that are part of that slice.

We also leverage image-text foundation models, like CLIP, to perform similarity search between image examples and text queries (Fig. 11). Similarity search can reduce the burden of having to scrub through large datasets when the attributes of interest are not labeled. Similarity searches can also be used to find semantically meaningful groups of images, which can expedite manual slice discovery workflows.

### C Extended Description of the Longitudinal Database of API Predictions

#### C.1 Task: Image Tagging

In image tagging, the input $X$ is an image and category (e.g. horse) pair and the target $Y \in \{0, 1\}$ is a binary label indicating whether an object in the category is in the image. We consider the point-wise zero-one loss $\ell(y, \hat{y}^{[i]}) = 1[y = \hat{y}^{[i]}]$. We also report other metrics that are not point-wise: recall, precision, and F1-score.

**Dataset.** We use the Large Vocabulary Instance Segmentation (LVIS) dataset, a relabeling of the original Common Objects in Context (COCO) images [31, 46]. The dataset has $n = 1,577,603$ examples. LVIS labels have two advantages over the original COCO labels. (1) LVIS includes over 1,203 categories (compared to the 80 in COCO), which better
<table>
<thead>
<tr>
<th>name</th>
<th>count</th>
<th>recall</th>
<th>precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Snowboard airborne</td>
<td>257</td>
<td>0.971 (0.94, 1.00)</td>
<td>0.995 (0.98, 1.00)</td>
</tr>
<tr>
<td>Stop signs</td>
<td>103</td>
<td>0.631 (0.54, 0.76)</td>
<td>0.947 (0.89, 0.99)</td>
</tr>
<tr>
<td>Street name signs</td>
<td>277</td>
<td>0.789 (0.73, 0.85)</td>
<td>0.986 (0.97, 1.00)</td>
</tr>
<tr>
<td>Cats in the bathroom</td>
<td>119</td>
<td>0.889 (0.83, 0.95)</td>
<td>1.000 (1.00, 1.00)</td>
</tr>
<tr>
<td>Dogs in the house</td>
<td>561</td>
<td>0.801 (0.75, 0.85)</td>
<td>0.980 (0.97, 0.99)</td>
</tr>
<tr>
<td>Horses in old photos</td>
<td>101</td>
<td>0.974 (0.92, 1.00)</td>
<td>1.000 (1.00, 1.00)</td>
</tr>
<tr>
<td>Horses in rural settings</td>
<td>446</td>
<td>0.913 (0.87, 0.96)</td>
<td>0.930 (0.91, 0.96)</td>
</tr>
<tr>
<td>Surfboards on lakes and rivers</td>
<td>35</td>
<td>1.000 (1.00, 1.00)</td>
<td>1.000 (1.00, 1.00)</td>
</tr>
<tr>
<td>Surfboards in the ocean</td>
<td>614</td>
<td>0.859 (0.82, 0.92)</td>
<td>1.000 (1.00, 1.00)</td>
</tr>
<tr>
<td>Surfboards away from water</td>
<td>173</td>
<td>0.959 (0.89, 1.00)</td>
<td>1.000 (1.00, 1.00)</td>
</tr>
<tr>
<td>Motorcycle wheel</td>
<td>134</td>
<td>0.795 (0.73, 0.86)</td>
<td>1.000 (1.00, 1.00)</td>
</tr>
<tr>
<td>Train and bus wheel</td>
<td>349</td>
<td>0.936 (0.89, 0.98)</td>
<td>1.000 (1.00, 1.00)</td>
</tr>
<tr>
<td>Airplane wheel</td>
<td>187</td>
<td>0.981 (0.96, 1.00)</td>
<td>1.000 (1.00, 1.00)</td>
</tr>
<tr>
<td>Skateboard wheel</td>
<td>186</td>
<td>0.663 (0.62, 0.72)</td>
<td>1.000 (1.00, 1.00)</td>
</tr>
<tr>
<td>Sking person</td>
<td>135</td>
<td>0.957 (0.91, 0.99)</td>
<td>0.981 (0.95, 1.00)</td>
</tr>
</tbody>
</table>

Table 4. Estimates of precision and recall for measuring attribution alignment with slices found across three image tagging API updates. Slices such as “stop signs” and “skateboard wheel” have low recall, so they may be rejected for inclusion in a final ChangeList, while all other slices have both precision and recall above 0.7.

Fig. 6. Slice Refinement and Coherence Statistics. The attribution panel (A) provides a fast zero-one data labeling interface, which allows users to efficiently refine slices, bootstrap refiner models, and compute coherence metrics (e.g. precision, recall) on the chosen slice. Users batch select examples in the gallery (B) and select one of three options to label: 1) positive, 2) negative, 3) unlabeled (i.e. erase).

reflects the breadth of categories output by modern image tagging APIs. (2) LVIS provides negative sets, a set of images
for each category where no instance of the category appears. This allows us to measure both the precision and F1-score of the APIs, while still using a long-tail set of categories.

**APIs.** We consider three object detection APIs: Google’s AutoML Vision Object Detection API [29], EveryPixel’s Image Keywording Service [18], and Microsoft Computer Vision Image Understanding API [51]. The predictions are sourced from History of APIs (HAPI), a longitudinal database of API predictions [5]. We use the raw outputs of the APIs and perform our own preprocessing that maps the labels output by the APIs to those in LVIS (see Section C for details).

**Reconciling labels.** The label set output by image recognition APIs will not necessarily match that of the evaluation dataset. For example, LVIS includes labels for 1,723 different object categories, while the 2020 version of the Google API output over 7,462 different object categories [31]. In order to evaluate an API’s performance on a dataset, we must first reconcile the two category sets. If an API outputs a category not in the LVIS vocabulary (e.g., “toboggan”), we want to map it to a more general category in the LVIS vocabulary (e.g., “sled”). To do so, we leverage the WordNet lexical database [20], collecting for each category in LVIS all words with a more specific meaning (i.e., its hyponyms). We find the hyponyms of a category using the following procedure:

1. For each category in evaluation dataset, get the corresponding WordNet synsets. (LVIS categories are already based on WordNet synsets.)
2. For each synset compute all (direct and indirect) hyponyms.
3. For each hyponym collect all of its lemmas and filter them to down only include those whose most common noun word sense (based on WordNet sense ordering, see [14]) is the hyponym. This gives us a mapping from each lemma to a list of categories.
Fig. 8. **ChangeList View.** The ChangeList panel consolidates information about the current ChangeList. Users can search for slices using text-based semantic queries, which match slices with the most similar image prototype or slice name (component 1A). Slices can also be ordered by associated metadata, such as change in performance or number of examples in the slice (component 1B). The barplot summarizes changes in a user-selected metric across the different slices (component 1C).

- **Note:** This serves to filter out improbable mappings. For example, the synset "mouse.n.02" is defined as "a person who is quiet or timid" and is a hyponym of "person". However, this leads to an odd mapping: a prediction of "mouse" is mapped to the category "person". To avoid this, we only consider the most common noun word sense of a lemma, which for "mouse" describes a rodent.

(4) For each **lemma** select the category with the highest path similarity between its synset and the lemma’s hyponym. This gives us a mapping from each lemma to a single category.

Using the resulting mapping, we can then "translate" the set of categories predicted by the API to the set of categories used in the dataset. If a predicted category is not in the mapping, we ignore it. This means that each predicted category is mapped to **at most one** dataset category. If the object belongs in both specific and more general categories (e.g. "canoe" and "boat") the API is expected to output both the specific and general categories. This is based on the recommended evaluation approach provided by the LVIS authors [31].
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Fig. 9. **Slice Focus View.** The slice focus view enables granular inspection of different examples in the slice. Users can visualize characteristics of the selected (active) slice (component 2A) and manually label different attributes in the dataset (component 2B). Users can also search for examples that match unstructured text queries (component 2C) and filter and sort examples by existing or generated metadata (components 2D,2E). All examples are ordered in the gallery, which enables efficient data scrubbing.

Fig. 10. **Slice Refinement and Coherence Statistics.** The attribution panel (A) provides a fast zero-one data labeling interface, which allows users to efficiently refine slices, bootstrap refiner models, and compute coherence metrics (e.g. precision, recall) on the chosen slice. Users batch select examples in the gallery (B) and select one of three options to label: 1) positive, 2) negative, 3) unlabeled (i.e. erase).
Fig. 11. **Searching for Examples**. The ChangeList supports semantic similarity search between images and unstructured text using image-text foundation models, like CLIP. Based on the user search query (A), images in the selected slice (or, if no slice is selected, entire dataset) are sorted by their similarity to the query (B).